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Abstract—Currently, people around the world daily use the 

Internet to access various services, such as, email and online 



In this paper, we study the behavior-based tracking 
techniques and propose a novel method to link multiple 
sessions of the same user. First, we utilize PFQ to capture the 
high-speed network traffic and construct two real world traffic 
datasets of different scale. Second, we perform the data 
preprocessing to the traffic, including picking out all GET 
requests for the html documents, converting the IP addresses to 
domain names, extracting primary domain names, and so on. 
Then we extract appropriate features from traffic to create 
behavior profiles relying on the users’ activity patterns. Finally, 
we link multiple sessions with the Multinomial Naive Bayes 
Classifier. The results show that the behavior-based tracking 
attack is still feasible in the large-scale scenarios. We also 
discuss some countermeasures which can be used to resist the 
behavior-based tracking attack. 

The rest of this paper is organized as follows. Section II 
presents the related work. In Section III, we describe the threat 
model and propose a novel behavior-based tracking method. 
We provide the results of our experiments in Section IV. We 
also discuss the countermeasures in Section V. Section VI 
concludes this paper and discusses the future work. 

II. RELATED WORK 
 In the biometric field, the behavioural biometric is a mature 
technique based on users’ skills, styles, preferences, 
knowledge, motor-skills or strategies. For example, researchers 
propose varieties of methods to identify users according to 
some subtle differences in patterns of mouse movements [2-4] or 
keystroke dynamics [5-7]. 

In the network application field, Padmanabha et al. [8] find 
that humans have unique clickprints when they browse the 
same Website. They extract the duration, number of pages 
viewed, average time spent per page, the starting time, and the 
starting day of the week per session to construct the clickprint 
pattern from real web browsing data. On this basis, Yang [9] 
proposes two profiling techniques and three additional criteria 
based on the concepts of support and lift. When the profiles are 
built, she evaluates the similarity by using the Euclidean 
distance. Besides, researchers believe that the email data also 
can be used to identify users. Vel et al. [10] use 170 style marker 
attributes and 21 structural attributes in the classification, 
including the greeting acknowledgment, farewell 
acknowledgment, signature text, number of attachments and so 
on. To solve the problem of high dimensional features, Lackner 
et al. [11] apply the concept of Activation Patterns to email 
header data, which based on the artificial intelligence and 
machine learning techniques.   

Unlike the above scenarios, in the traffic analysis field, the 
behavior-based tracking techniques are carried out by passively 
sniffing traffic and extracting behavioural features to link 
multiple sessions of the same user. Kumpost et al. [12] believe 
that the websites visited by the user and the corresponding 
frequencies reflect his habits. They store the destination IP 
address, source IP address and the number of connections in a 
two-dimensional matrix based on the NetFlow logs. It means 

that the cell (i, j) contains the number of connections that are 
initiated from the source IP address i to the destination IP 
address j. Then they employ the inverse document frequency 
transformation and the cosine similarity metric to get a better 
result. The accuracy values for SSH, HTTP and HTTPS are 
61.512%, 23.571% and 26.561% respectively. Similarly, 
Herrmann et al. [13] apply the Multinomial Naïve Bayes 
classifier to the destination host access frequencies. They 
evaluate their method on a real world dataset from 28 users and 
the accuracy is up to 73%. To further study the scalability in a 
real world setting, they [14] implement a scalable evaluation 
environment with a MapReduce framework on a large-scale 
dataset which contains more than 2100 concurrent users’ 
DNS requests. By resolving ambiguous predictions with cosine 
similarity, 88.2% of all instances are linked correctly. They [15] 
also evaluate three techniques based on the criteria support and 
lift through a large number of experiments, including the 1-
Nearest-Neighbor classifiers, the Multinomial Naive Bayes 





component of the vector means the access frequency of 
the corresponding domain.  

• Access frequency of each domain: We believe that the 
access frequency can’t be simply equated with the 
number of connections between the client and the 
website. Because the latter is affected by the web server 
and parameter settings of the user’s browser. In this 
paper, we assume 10 minutes is an epoch. If one 
interaction between the user and the website lasts within 
one epoch, we set the access frequency of the 
corresponding website to 1. And the value is plus 1 for 
every extra epoch. At last, we count the total numbers 
for each domain by aggregating all corresponding 
interactions in a day. 

•  Geographic location of the user: By using the open 
geolocation API, we can get the approximate 
geographic location of the user based on his IP address. 
This feature is useful in the scenario of setting up a free 
VPN or hotspot to attract traffic. 

• Mail domain: The email service is so widespread that 
many service providers offer free mailboxes to their 
users. Besides, most companies and universities also 
offer the internal mail service. We believe that a user 
may have multiple email mailboxes and select one 
based on the different communication purpose every 
time. For example, a user uses the company mailbox to 
report the work progress to his leader. When he wants 
to greet his friend, he may select some private mailbox 
according his preferences. So we extract the 
combination of different email domains for each user.   

• Search engine: Nowadays varieties of search engines 
are available and have their own advantages 
respectively. We believe that the user may make a 
choice based on the content type he wants to search. For 
instance, he likes to use Google Scholar to find 
scholarly articles. When he wants to search some 
Chinese keywords, he prefers to use Baidu. We extract 
the combination of search engines used by the user in a 
day by performing signature matching. 

• User-Agent strings of browsers: We can get the 
details about the user’s system version, browser version 
and the language preference by analyzing the URL 
strings. If a user has installed several operating systems 
and browsers, we even can identify him just with the 
User-Agent string. 

• Usage frequency of IM: We count the number of 
connections established by QQ as the usage frequency 
of IM. 

• Usage frequency of P2P: We count the number of 
connections established by the eDonkey as the usage 
frequency of P2P.  

In summary, a user’s traffic in one day can be aggregated 
and represented as a vector x :  

1 2
1 2, ... xx x nff f

nx x x x=< >                         (1) 
In the above, xi represents the i-th feature, and fxi represents 

the corresponding access frequency. 

D. Classification 
It is very important to select an appropriate classifier for 

the classification problem. Many researchers apply the support 
vector machine which is well-known for its high performance 
in terms of the classification accuracy. However, the high 
dimensional features have a devastating impact on the 
effectiveness of SVM [18]. As a result, we also apply the 
Multinomial Naive Bayes Classifier [19] to identify users like 
recent works. 

The Multinomial Naive Bayes Classifier is a special model 
which implements the Naïve Bayes algorithm for 
multinomially distributed data. It also assumes that each 
feature is independent from one another given the class label. 
The Multinomial Naive Bayes Classifier estimates the 
probability of a vector 1 2

1 2, ... xx x nff f
nx x x x=< > belonging to a 

particular class iC as: 
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IV. EVALUATION 
In this section, we mainly describe the experiment 

methodology used in the real world environment to evaluate 
the performance. According to the previous works, we use the 
detection rate (accuracy) as evaluation criteria. 

A. Data Collection 
In order to evaluate the feasibility and scalability of our 

method, we collect large amounts of traffic in a real world 
setting. Considering the high speed network traffic, we capture 
packets with PFQ, which is highly optimized for the multi-core 
architecture, as well as for network devices equipped with 
multiple hardware queues. At last, we construct two datasets of 
different scale, including the header dataset and the payload 
dataset. These two datasets only contain IPV4 traffic. 

The header dataset is generated by mirroring all traffic 
passing through the egress switch of our laboratory to a 
sniffing computer for 5 weeks. 55 users’ traffic is captured but 
only 66 bytes of each packet are recorded. The payload dataset 
is obtained by sniffing all incoming and outgoing traffic of our 
college in cooperation with the network center of our university 
between May 19, 2015 and June 11, 2015. And the packets are 
completely recorded, including the payload of the transport 
layer. In total, we get an over 25TB dataset which contains 
1200 individuals’ traffic. 
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B. Experiment Results 
Since the header dataset does not contain application data, 

we only extract destination domains and email domains as 
features to identify 55 users. In the classification phase, we use 
Weka [18] toolkit to implement the Multinomial Naive Bayes 
Classifier and all instances are labeled with the corresponding 
Mac address. The header dataset is divided into two parts: the 
training set and the testing set. The training set contains traffic 
of the first, third and fifth weeks, and the testing set contains 
the rest. There is no intersection between the training set and 
the testing set. When we identify users on the destination 
domains, the detection rate is up to 82.6%. By considering the 
email domains, we increase the detection rate to 100%. The 
satisfying results have preliminarily demonstrated the 
effectiveness of the behavior-based tracking attack. However, 
there is a significant deficiency that the scale of the header 
dataset is too small. To address this problem, we implement 
more experiments on the payload dataset to evaluate the 
scalability of our approach. 

As described above, we collected 1200 individuals’ traffic 
by sniffing all incoming and outgoing traffic of our college. 
But the total number of staff and students in our collage doesn’t 
exceed 500. The excess part may be experiment machines or 
movable equipment. 

To maintain a high data quality, we select 509 active 
individuals according to the total number of access frequencies 
which is more than 100. And the number of different domains 
visited by these active users is up to 25639. It means that the 
performance of our classifier will be seriously impacted by the 
high dimensional features. To evade this issue, we simply try 
selecting a subset of domains as an alternative. Fig. 2 illustrates 
the detection rates of 10-fold cross validation when we use top 
K most popular domains. As we can see from the Fig. 2, when 
K is varied from 10 to 50, there is an increase by 30%. But 
when K exceeds 800, there is a slightly drop in accuracy. We 
can conclude that redundant features will confuse the classifier 
and cause a decrease in accuracy. In subsequent experiments, 
we use top 800 domains as features. 

To evaluate other features, we introduce the concepts of 
“surprisal” and entropy like Eckersley’ work [22]: 

, 2 ,( ) ( ( ))logn f n fS i P i= −                                  (3) 

, 2 ,
1

( ) ( ) * log ( ( ))
N

f n f n f
n

H I P i P i
=

= −∑                           (4) 

In the above, i represents an instance and f represents a 
feature. ,( )n fP i  is a discrete probability density function of the 
instance ,n fi . The surprisal S represents the amount of 
information associated with the value of a discrete instance, 
which is measured here in units of bits. ( )fH I  represents the 
entropy of the feature f in the overall sample space. Fig .3 
illustrates the entropy of several features which are computed 
according to the above formulas. Among them, the Mac 
Address is used as a control. From the Fig .3, we can see that  

 

 

 

 
the User-Agent is a discriminational feature, especially when 
the user has multiple browsers. 
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Since the power of features cannot easily be predicted, we 
empirically tested a set of features. The results are illustrated 
by Fig. 4, which provides a visual impression of our 
recognition results and gives an overview of the features 
impact on the detection rate. The “Basic Approach” means that 
we extract destination domains, frequencies, geographic 
locations, usage frequencies of IM and P2P to create profiles. 
The training set contains traffic of the first 15 days, and the rest 
constitutes the testing set. When all features are used, we can 
identify average 78.93% instances correctly.  

In order to future improve the accuracy of our approach, we 
use the term frequency (TF) and inverse document frequency 
(IDF) to process the raw data, which are the most common 
weighting methods in information retrieval and data Mining[24]. 
The formulas (5) – (7) describe the different transformations of 
the frequency values. 

                               log(1 )tf
x xf f= +                                 (5) 
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                             *tf idf tf idf
x x xf f f− =                                (7) 

Fig. 5 illustrates the detection rates of three patterns with G 
guesses. As the name suggests, the pattern called “Raw” means 
that we identify users on the raw data. The “TF” and “TF-IDF” 
patterns use TF transformation and TF-IDF transformation to 
the raw data before the classification respectively. The value of 
G is increased from 1 to 10, which represents the size of the 
ranking list of candidates. In other words, if the real identity of 
a user is in the ranking list of candidates, we consider the 
classifier successful. As we can see from the figure, the 
average accuracy of our behavior-based tracking attack is 
raised to 85.61% when we use the TF-IDF transformation. And 
when G is set to 10, the accuracy exceeds 90%. All these 
results can prove the effectiveness and scalability of our 
approach in the large-scale scenario. 

V. COUNTERMEASURES 
In this section, we first discuss the effectiveness and 

feasibility of several countermeasures proposed by related 
work. Then we introduce a possible solution to resist the 
behavior-based tracking attack. 

A. Discuss 
Herrmann et al [14] carry out the behavior-based tracking 

attack by using DNS queries and propose 4 countermeasures to 
mitigate the effectiveness, including using anonymizers, 
changing IP address frequently, DNS cache, and range queries. 
We mainly pay attention to the first two general methods. 

• Using anonymizers: Herrmann et al believe that the 
anonymizers like Tor can hide the user’s 
communication patterns. Indeed, Tor enh(rst )8.3( a09 Tm
[(c)-8.9(h)-1(a)-8.9(ngai)0.7)] TJ
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reaches a certain level, we think the real profile of Class A is 
hid. 

VI. CONCLUSIONS 
Recent works of the behavior-based tracking techniques 

always perform experiments on the small-scale datasets, which 
can’t fully prove the feasibility of these methods. To address 
this problem, we propose a novel behavior-based tracking 
attack and extract features ranging from lower layer network 
packets to high level application related traffic. We execute 
experiments on a real world traffic dataset contains 509 active 
users. When all features are used, we can identify 85.61% 
instances correctly. Based on the results, we believe that the 
behavior-based tracking attack is feasible in the large-scale 
scenarios and should be carefully considered without contempt. 
For future research, we intend to look for more behavior 
features and construct a Spark Streaming framework to 
analysis the real time traffic. 
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