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Abstract—Website fingerprinting (WF) attacks allow an at-
tacker to eavesdrop on the encrypted network traffic between
a victim and an anonymous communication system so as to
infer the real destination websites visited by a victim. Recently,
the deep learning (DL) based WF attacks are proposed to
extract high level features by DL algorithms to achieve bet-
ter performance than that of the traditional WF attacks and
defeat the existing defense techniques. To mitigate this issue,
we propose a-genetic-programming-based variant cover traffic
search technique to generate defense strategies for effectively
injecting dummy Tor cells into the raw Tor traffic. We randomly
perform mutation operations on labeled original traffic traces
by injecting dummy Tor cells into the traces to derive variant
cover traffic. A high level feature distance based fitness function
is designed to improve the mutation rate to discover successful
variant traffic traces that can fool the DL-based WF classifiers.
Then the dummy Tor cell injection patterns in the successful
variant traces are extracted as defense strategies that can be
applied to the Tor traffic. Extensive experiments demonstrate that
we can introduce 8.1% of bandwidth overhead to significantly
decrease the accuracy rate below 0.4% in the realistic open-world
setting.

Index Terms—Anonymous communication systems, website
fingerprinting, cover traffic

I. INTRODUCTION

Since user concerns over privacy continuously rise, anony-
mous communication systems are pervasively employed by
hundreds of thousands of users all over the world to protect
their communication privacy. The Onion Router (Tor) becomes
the most popular anonymous communication system due to
its strong anonymity protection capability and well user ex-
perience design. However, various traffic analysis techniques
against Tor are investigated to de-anonymize users’ privacy.
The Website fingerprinting (WF) attack is such a single-end
attack [34] that allows a single local and passive attacker (e.g.,
a local network administrator or an Internet service provider
(ISP)) to passively record and analyze the encrypted network
traffic between users and Tor network so as to infer websites
visited by the users.

To effectively perform the WF attack, the attacker first
leverages the encrypted network traffic profile, like “finger-
prints”, to train an appropriate machine learning classifier
and then employ the classifier to predict victims’ visited
website using their traffic. Although a Tor client multiplexes
multiple flows into a single TCP connection and packs user
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data into fixed-size transmission units (i.e., Tor cells) in an
attempt to eliminate the traffic profile, the sophisticated traffic
feature engineering and diverse machine learning algorithms
are deeply studied to find the effective traffic features and train
robust classifiers to infer the real destination websites visited
by the users. The accuracy of traditional WF attacks mainly
relies on the selection of features and classifiers. Specifically,
the effective handcrafting traffic features (i.e., packet size
distribution, traffic burst, and packet timing interval) are ex-
tracted based on expert knowledge. In addition, the traditional
machine learning classifiers such as Support Vector Machine
(SVM) [6], [20], [21], k-Nearest Neighbors (k-NN) [31], and
random forest [11] are studied to achieve more than 90%
accuracy against Tor. To mitigate the WF attacks, various
defense techniques [2], [4], [5], [8], [9], [14], [19], [23], [27],
[33] that introduce dummy packets and/or packet delay are
proposed to eliminate the distinguishable traffic features so as
to defend against the WF attacks.

Recently, many efficient deep learning (DL) approaches
have proven successful in various areas [16], [26]. In addition,
DL models are leveraged to extract the features for WF
attacks [3], [24], [25], [28], [29]. Since the high level fea-
tures extracted by DL-based WF classifiers with sophisticated
architectures are more robust than the handcrafting features
used by the traditional machine learning WF classifiers, it is
more difficult to design an effective defense method based
on intuition and expert knowledge to eliminate high level
traffic features. Furthermore, confronted with the DL-based
WF attacks, the existing defense techniques [2], [14], [23],
[33] are ineffective and incur too much bandwidth overhead
and/or latency overhead.



so as to find successful variant traces that can be misclassified
by the DL-based WF classifiers. The mutation direction control
mechanism is proposed by leveraging the fitness function and
a sliding window to effectively generate variant traces. By
repeating the search process, the successful variant traces of
all the websites can be discovered. The dummy cell injection
patterns (i.e., injection positions and directions in the suc-
cessful variant cover traffic traces) extracted from successful
variant traces then can be recorded as the defense strategies
applied to the traffic between the users and Tor on the fly. To
evaluate the feasibility and effectiveness of our approach, we
perform extensive experiments in both closed-world and open-
world settings to validate the defense strategies against the DL-
based WF classifiers, including Convolutional Neural Network
(CNN) [25], Stacked Denoising Autoencoders (SDAE) [25],
Deep Fingerprinting (DF) [28].

Our major contributions are summarized as follows.

• To the best of our knowledge, we are the first to leverage
the genetic programming search technique to explore the
effective and efficient defense strategies to fight against
the DL-based WF attacks. Stochastic mutation operations
are performed on the original labeled Tor traffic traces by
injecting a small number of Tor dummy cells to generate
variant cover traffic traces. Then the successful variant
traces are selected to produce the defense strategies.

• We employ the feature maps of the classifier that achieves
the high performance to design a fitness function used
to calculate the feature distance between the traces and
a pre-selected least similar target website. On the basis
of the fitness function, we propose a mutation direction
control mechanism so as to quickly find a successful
variant cover traffic trace for each website that can
mislead the latest WF classifiers.

• We leverage a well known large dataset to construct
an initial population, including 80,000 traces of 200
websites. We evaluate the feasibility and efficiency of
our approach against the state-of-the-art DL-based WF
classifiers in both closed-world and open-world settings.
The experimental results demonstrate that we can sig-
nificantly decrease the accuracy of the DL-based WF
classifiers to around 0.4% by introducing only below
8.1% of bandwidth overhead. Moreover, our approach
can be applied to defend against DL-based traffic analysis
attacks to protect the communication privacy.

The rest of this paper is organized as follows. We present
anonymous communication network and the website finger-
print attack in Section II. In Section III, we introduce the
genetic programming based variant cover traffic search tech-
nique, including the basic idea and the detailed design of
our system. Then we conduct extensive empirical experiments
to demonstrate the feasibility and effectiveness of the search
technique in Section IV. We review related work in Section
V. Finally, we conclude this paper in Section VI.

Fig. 1. Website fingerprinting attack

II. BACKGROUND

In this section, we briefly introduce the anonymous com-
munication network and the WF attack.

A. Anonymous communication system

Anonymous communication systems, such as Tor, are de-
signed to protect users’ communication privacy from attackers.
Without loss of generality, we take the multi-hop low-latency
anonymous communication system Tor as an example to show
how it preserves the users’ communication privacy. A user first
installs a Tor client that provides a local proxy for applications
such as a browser on her computer. To anonymously commu-
nicate with a remote web server, the Tor client creates three
hop paths, referred to as circuits, and the data is encrypted
and packed into fixed-size Tor cells. Then the Tor cells are
relayed between the browser and the remote web server via
the circuits. The first-hop Tor node and the third-hop one in
a circuit are referred to as the entry node and the exit node
respectively. Since the exit node communicates with the server
on behalf of the user, the server cannot learn the real IP address
of the user. Moreover, since a network eavesdropper at the
user side sitting between the Tor client and the entry node
can only observe the destination IP address of the entry node,
she cannot determine the real destination server visited by the
user. In this way, the user can anonymously communicate with
the remote web server.

B. Website Fingerprinting Attack

To de-anonymize users’ communication privacy, a type
of single-end attacks [34], referred to as WF attacks, is
investigated to infer the websites that are accessed via Tor by
victims. To this end, an attacker first accesses a list of websites
through Tor and collects the network traffic traces between
her computer and the Tor entry node. A network traffic trace
labeled as its corresponding website consists of a sequence of
network packets. Then the attacker deeply analyzes the labeled
traces so as to derive the handcrafted features (e.g., packet
length, packet timing, and traffic burst) and uses a supervised
machine learning method (e.g., SVM [6], [20], [21], k-NN
[31], and random forest [11]) to train a classifier. Eventually,
the attacker is able to extract the features from a captured
unlabeled trace of a victim and leverage the output scores from
the WF classifiers to infer the visited websites. To conduct
the WF attack, the attacker could either be a malicious local
network administrator or own a malicious entry node so as to
passively sniff the network traffic traces between the victim
and the Tor entry node as shown in Figure 1.
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Recent researches on WF attacks [25], [28] demonstrate
that DL-based approaches outperform the traditional machine
learning based ones. The WF attacks [25] using SDAE, CNN,
and LSTM can automatically extract more complex high level
features from the traces for the classifiers. The DL-based WF
attack [28] DF, using a CNN variant with a more sophisticated
architecture, is studied to demonstrate that it can achieve
better performance than that of the traditional approaches.
Moreover, since the features are extracted by the DL algorithm,
it is nontrivial to understand the features, let alone defend
against the DL-based WF attacks. In fact, the DL-based WF
attack [28] can effectively defeat the state-of-the-art defense
techniques including WTF-PAD [14] and Walkie-Talkie [33].

The performance evaluation methods of the WF attack can
be categorized into two classes: closed-world and open-world.
In the closed-world setting, it is assumed that the user can only
access a small number of websites that are on the attacker’s
monitored list. Then the attacker can train the classifier using a
small dataset that only contains the traces from the monitored
websites and identify if the user visits the specific websites on
the list using a captured unlabeled trace. Although the closed-
world setting is unrealistic [13], it is commonly used to assess
the performance of distinct WF classifiers for comparison
purpose. The open-world setting is more realistic. The user
is allowed to access any websites whether they are on the
monitored list or not. A standard open-world classifier [11],
[20], [28], [31] is trained by using the traces collected from the
monitored websites and a number of unmonitored websites,
since the traces from unmonitored websites can help the
classifier improve the performance. Then the attacker uses
the classifier to determine whether a captured trace is from
a monitored website or not.

III. VARIANT COVER TRAFFIC SEARCH TECHNIQUE

In this section, we first introduce the basic idea of our
variant cover traffic search technique. Then we elaborate on
the critical designs of our method.

A. Threat model

In the website fingerprinting attack [25], [28], a local and
passive attacker is assumed to be capable of inferring the web-
sites visited by a user as shown in Figure 1. “local” indicates
that the attacker can have access to the network link between
the user and the Tor entry node, while “passive” indicates that
the attacker can covertly record the network traffic between
the user and the entry node without tampering the traffic. We
assume that the attacker collects the labeled traffic and trains
both the closed-world and open-world classifiers in advance.
Then the DL-based WF classifiers, including CNN, SDAE
[25], and DF [28], are deployed to inspect the traffic on the
fly and perform the WF attacks.

B. Basic Idea

Our goal is to search effective and efficient positions and
directions in labeled traffic traces of each website for injecting
dummy traffic so as to produce variant cover traffic that can

fool the DL-based WF classifier. In this paper, a sequence of
positions and directions in the traffic traces used for injecting
the dummy Tor cells is referred to as a dummy cell injection
pattern. To search the effective and efficient dummy cell
injection patterns, we employ the genetic programming search
technique on the labeled traces so as to generate variant cover
traffic traces by randomly performing a series of mutation
operations on the original traces. We leverage the feature maps
of the classifier that achieves the high performance to design a
fitness function used to calculate the feature distance between
the traces and a pre-selected least similar target website. On the
basis of the fitness function, we propose a mutation direction
control mechanism so as to quickly find a successful variant
cover traffic trace for each website that can mislead the latest
WF classifiers. Once a variant cover traffic trace is found,
we extract the injection patterns and apply them to the traffic
between the Tor client and the exit node on the fly so as to
defend against the various DL-based WF attacks.

Figure 2 illustrates the workflow of our variant cover traffic
search technique. We first elaborately collect a number of
labeled network traffic traces of each website to build an initial
population. It is assumed that the traffic traces are correctly
classified by the target DL-based WF classifiers. To search
effective and efficient dummy cell injection patterns, a series
of mutation operations are conducted on each trace to select
positions in the traces and inject Tor dummy cells in some
direction (i.e., either from the Tor client to the exit node or the
opposite direction). As a result, we can produce a generation of
variant cover traffic traces. Then a mutation direction control
mechanism and a fitness function are designed to use to direct
the search and determine if a successful variant trace is found.
Upon discovering the successful variant traces, we record the
Tor dummy cell injection patterns that can be applied to the
Tor traffic on the fly so as to prevent the visited websites from
being identified by the DL-based WF classifiers. Finally, if the
maximum number of generation is reached, we stop searching
the injection patterns.

C. Population Initialization

We construct an initial population of the pre-processed net-
work traffic traces for each website. The raw TCP traffic traces
of a list of websites are collected between a user and a Tor
entry node when the user employs a web browser to visit these
websites via the Tor client. Then the raw traces are processed
to extract the Tor cells using the method proposed by [32].
As a result, the pre-processed trace consists of a sequence
of 1 and -1, where 1 represents a Tor cell emitted from the
user to the website and -1 represents a Tor cell sent in the
opposite direction. Denote the number of target websites as N
that is determined by the attacker’s classifiers. We elaborately
choose n exemplar traces for each website to initialize the
traces pool. Denote the exemplar trace set for the ith website
as Ai = fx1i ; x2i ; : : : ; xni g, where xji is the jth exemplar trace
from the ith website (j = 1; 2; : : : ; n and i = 1; 2; : : : ; N). If
one of the traces is successfully classified to the corresponding
website with the probability of over 90% by the DL-based WF
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Fig. 2. Workflow of variant cover traffic search technique

attacks, it is chosen as an exemplar trace. Then we duplicate
each exemplar trace m times to initialize the population.
The purpose of the replication is to simultaneously find a
trace that can successfully mislead the classifiers. Let cqi,j
(q = 1; 2; ; : : : ;m) be the qth duplicate trace of the exemplar
trace xji . Finally, the size of the population is N � n �m.

After constructing the initial population, we randomly select
one out of top k least similar target websites for each website
so as to find a dummy cell injection pattern to transform the
original traffic pattern of a website to that of its target website.
To this end, we first generate a target pool for each website.
Each target pool consists of top k least similar websites. We
then leverage a representative feature vector to represent a
website and compute the feature distances between feature
vectors of any websites. We use the DF model [28] to compute
the representative feature vectors for each website. Since this
deep learning model is able to achieve over 98% accuracy
on Tor traffic and outperforms other existing models, it is the
best choice to use the DF model to extract representative deep
features for each website. Let Φ(�) be the feature maps of the
DF model that are used to map a data vector to a feature vector.
By using n exemplar traces for each website selected in the
population initialization phase, we can calculate the average
feature vector �i for the ith website as follows:

�i =
1

n

j=nX
j=1

Φ(xji ) (1)

We use the average feature vectors as the representative feature
vectors for each website. Then we calculate feature distances
between any websites as below:

D(�i; �i(t)) = ‘2(�i; �i(t)) (2)

where ‘2 is the norm distance and �i(t) is the average feature
vector of a target website. On the basis of the derived feature
distances, we choose the top k least similar websites for each
website and randomly select a target website t (t 6= i) from
the target pool for the ith website.

D. Mutation Operation

We perform mutation operations on each trace so as to
produce the variant traces of each website. The mutation
operation is a Tor dummy cell injection in a position of the
trace, since the dummy traffic is an effective defense technique
against various WF attacks. We leverage the Tor dummy cell
to design three mutation operation strategies on the traces,
including injecting a dummy Tor cell from the Tor client to the
exit node (i.e., inject 1 into the trace), injecting a dummy Tor

cell in the opposite direction (i.e., inject -1 into the trace), and
injecting a dummy Tor cell in either direction (i.e., inject 1 or -
1 into the trace). After one of the mutation operation strategies
is selected, we randomly select a position in the trace each time
and perform the mutation operation to produce a generation of
new variant traces. We define a maximum number of injection,
MI , for each trace to control the bandwidth overhead of our
defense approach.

E. Fitness Function

A fitness function is used to design a mutation direction
control mechanism to quickly find a variant trace that fool the
WF classifiers. It outputs a feature distance between a feature
vector of a variant trace and an average feature vector of a
target website. Let xji (o) be the oth mutation of the jth trace
of the ith website. The fitness function in the closed-world
setting is defined by

F(xji (o)) = D(Φ(xji (o)); �i(t)) (3)

In the open-world setting, there are N+1 websites where the
(N + 1)th website corresponds to the unmonintored website.
The fitness function in the open-world setting is defined by

F ′(xji (o)) = D(Φ(xji (o)); �N+1) (4)

�N+1 is the average feature vector of N � n exemplar traces
selected from the unmonitored websites. If the variant trace
of monitorted website can be misclassified as an unmonitored
website, the variant trace is claimed to evade successfully.

F. Mutation Direction Control

To effectively and efficiently find the variant trace, we
design a mutation direction control mechanism to guide the
search direction. In essence, the genetic programming is a
search-based optimization algorithm. We leverage the mutation
operation strategies to perform a search for a successful
injection pattern so as to find an appropriate variant trace that
can be misclassified. To direct the search, we use a sliding
window and the feature distance to determine whether the
search direction is correct or not. Therefore, if the search is
not efficient, we can stop the search. Denote the size of the
sliding window as W . Intuitively, after performing mutation
operations forW times, the feature distance should decrease at
least WMI

D(Φ(xji ); �t). In this way, we can guide the search
direction to gradually decrease the feature distance between
the feature vector of the variant trace and the average feature
vector of the target website, ideally, to 0 before reaching the
maximum number of mutation operations MI . On the basis
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of this intuition, we can have the constraint for directing the
search in the closed-world setting as follows:

F(xji (h))�F(xji (o)) �
W
MI

D(Φ(xji ); �t)

s:t: 0 < o� h <W
(5)

Likewise, the constraint for directing the search in the open-
world setting becomes

F ′(xji (h))�F ′(xji (o)) �
W
MI

D(Φ(xji ); �N+1)

s:t: 0 < o� h <W
(6)

Once the constraints of Equation (5) and (6) is satisfied within
a sliding window, it indicates that the search direction is right
and effective. Then we update the initial starting point of
the sliding window to current mutation stage so as to ensure
that the search direction is correct in each sliding window.
Otherwise, we stop the search and then we put the trace back
to the population waiting for the mutation operations on the
next generation as presented in Section III-H.

G. Variant Cover Traffic Selection

After performing the Tor dummy cell injections, we should
select successful variant traces that can confidently mislead
the WF classifiers. If the search direction of current traces
cannot satisfy the conditions of Equation (5), or the number
of mutation operations reaches the maximum insertion value
MI , we should determine whether the WF classifiers can
misclassify the variant cover traffic traces at this point. Denote
the variant trace of a duplicate exemplar trace cqi,j as vqi,j . Then
the ratio of the feature distance between the variant trace and
the target website to that between the original trace and the
target website becomes

r =
D(Φ(vqi,j); �t)

D(Φ(cqi,j); �t)
(7)

If the ratio r is smaller than a threshold T and the variant
traces can fool the WF classifiers, the traces are chosen as
the successful variant traces of the corresponding website.
Once a duplicate trace cqi,j of an exemplar trace xji is able
to mislead the WF classifiers, we stop the mutation for the
exemplar trace xji . Therefore, each exemplar trace has up to
one successful variant trace. Upon discovering a successful
variant trace, we remove the other duplicate traces of the
corresponding exemplar trace from the population and record
the dummy Tor cell injection patterns. If variant traces of all
n exemplar traces of each website are successfully discovered
or the maximum generation number is reached, we perform
the variant cover traffic selection. To reduce the bandwidth
overhead of our defense approach, we select one variant
trace from these successful variant traces of a website that
has the minimum number of injected Tor dummy cells and
use the injection pattern for the corresponding website. If
the maximum generation number is not reached, we put
the variant traces back to the population again to wait for
the mutation operations of the next generation. Finally, the

successful injection patterns could be applied to the traces of
the websites on the fly so as to keep the WF classifiers from
identifying the traces as the corresponding websites.

H. Next-generation Population

The failed variant traces should be put back to the popula-
tion to perform the mutation operations again. To increase the
search speed, we build a injection pattern pool. The injection
pattern pool contains the successful patterns and the promising
patterns. Once a variant trace fails to fool the WF classifiers,
we randomly select an injection pattern in the pool or select
the original trace. If an injection pattern is chosen, it is applied
to the original trace of the failed one and then the new variant
trace is put back to the next-generation population. Otherwise,
the original trace is directly put back to the population.

IV. EXPERIMENTAL EVALUATION

We implement the genetic programming based variant cover
traffic search prototype system. In this section, we perform
extensive experiments using considerable computing resources
to evaluate the feasibility and effectiveness of the genetic
programming based variant cover traffic search technology
using a well known large dataset.
A. Dataset

In our experiment, we employ a well known dataset col-
lected by Rimmer et. al. [25] stating from January 2017. This



TABLE I
DETECTION RATE (DR) ON THE NO-DEFENDED DATASET IN THE

CLOSED-WORLD AND OPEN-WORLD SETTING

Models CNN SDAE DF

DR CW 95.96% 98.75% 99.99%
OW 92.19% 96.82% 99.05%

3,000 data of a trace as the input of the CNN model to achieve
the best performance. The input of the SDAE and DF model is
the first 5,000 data of each trace to obtain the high performance
as shown in the work [25] and [28]. Although the closed-world
scenario is unrealistic [21], we can use them to evaluate the
effectiveness of our defense approach against these four DL-
based WF classifiers for comparison purpose.

B. Experimental Setup

In our experimental setting, we use 4 machines with 12
various NVIDIA GPU cards, including 4 GTX 1080 Ti cards,
5 GTX 3090 cards, 2 Tesla K80 cards, and 1 GTX Titan rtx
card to verify the effectiveness of the our method.

We preprocess the dataset to construct an initial population
and target pools, and calculate the average feature vectors of
the 200 websites and the unmonitored website. To construct
an initial population, we first elaborately choose 20 traces for
each 200 topmost website from the closed-world dataset (i.e.,
the monitored website dataset in the open-world setting) and
then duplicate each trace for 20 times. Recall that the selection
principle of the 20 traces is that the probability of identifying
the trace as the corresponding website is over 90%. Hence,
the size of the initial population size is 80,000. Then, the
feature maps of the DF model are used to calculate the average
feature vectors using 20 traces of each website. 10 least similar
websites are selected by comparing the feature distances
between the average feature vectors of any website so as to
construct a target pool for each website. Then we randomly
select a target website from the target pool of each website to
increase the effectiveness of our defense. The average feature
vectors of each target website is used in the fitness function
for the mutation direction control purpose. Likewise, we select
4; 000 traces in the monitored website dataset to computer
the average feature vector of the unmonitored website. In
addition, we empirically set the maximum generation number
to 10,000. If the maximum generation number is reached, we
stop searching the injection patterns.

The metrics used to evaluate our defense approach are the
bandwidth overhead (BO) and the detection rate (DR). The
bandwidth overhead indicates the ratio of the number of Tor
dummy cells injected between the Tor client and the exit node
to the total of cells in the traces used by the WF classifiers.
The detection rate indicates whether the traces using our
injection patterns can be correctly identified by these DL-
based WF classifiers. The lower the detection rate with little
bandwidth overhead is, the better performance our defense
method achieves.

C. Experimental results

We evaluate the existing CNN, SDAE, and DF based WF
attacks using the closed-world and open-world dataset as a

baseline of our method. The performance of the three WF
attacks are shown in Table I.

As we can see from the table, in the closed-world scenario,
the CNN, SDAE, and DF model are able to achieve high
accuracy 95.96%, 98.75%, and 99.99%, respectively. While
the performance of the DF model outperforms that of the CNN
and SDAE model on no-defended dataset. Compared with the
closed-world scenario, the detection rate decreases due to the
significantly increased data size in the open-world scenario.
Similar to the closed-world scenario, the detection rate of the
DF model is higher than that of the other two models.

To evaluate the effectiveness and efficiency of our injection
patterns, we use 1,000 labeled traces of each website from the
closed-world dataset and apply the injection patterns to these
traces. Then we have 200,000 (200*1,000) variant traces and
use three models [25], [28], i.e., SDAE, CNN, and DF model,
to evaluate the detection rate of our injection defense patterns
in the closed-world and open-world setting for comparison .
We set the threshold T of the r in Equation (7) as 10%.

In the closed-world and open-world setting, we conduct
comprehensive experiments in an attempt to find the appro-
priate sliding window size W and the maximum number of
injection MI of the three injection patterns to decrease both
the bandwidth overhead and the detection rate. Since the input
size of the CNN model is 3000 and the input size of the
SDAE and DF model is 5000, we set the maximum number
of injectionsMI as 1000, 1200, and 1400 for the three models
to control the bandwidth overhead of our defense.

Given the maximum number of injected Tor dummy cells,
Figure 3 illustrates the correlation between the detection rate
of the CNN model and sliding window sizes in the closed-
world setting. The detection rate of the CNN model decreases
when the sliding window size increases. As a matter of fact,
the number of average injected dummy cells in the successful
injection patterns can increase by using greater sliding window
size and maximum number of injected Tor dummy cells.
Moreover, when 1 is injected, the lowest detection rate of
the CNN model is 1.4% using the sliding window 500 and
the maximum injection number 1400. In other words, we can
obtain the most efficient injection patterns by injecting 1.

Figure 4 depicts the detection rate of the SDAE model in
the closed-world setting in light of the sliding window size and
maximum number of injected Tor dummy cells, respectively.
As demonstrated in the figure, the lowest detection, i.e., 1.4%,
is achieved by injecting 1 with the maximum number of
injected cells of 1400 and the sliding window size of 600. In
addition, when 1 or -1 is injected and the maximum number of
injected cells is 1400, the best detection rate of the SDAE is
14.3% detection rate using the sliding window size as 600.
Therefore, the performance of the injection pattern against
SDAE by injecting 1 is much better than that of the injection
patterns by injecting -1 and injecting 1 or -1.

The correlation between the detection rate of the DF model
and sliding window sizes is demonstrated in Figure 5. When 1
is injected and the maximum number of injected cells is 1400,
the detection rate of the DF model can be reduced to 1.7%
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Fig. 3. Detection rate of the CNN model using
three different mutation strategies versus sliding
window sizes in the closed-world setting

Fig. 4. Detection rate of the SDAE model using
three different mutation strategies versus sliding
window sizes in the closed-world setting

Fig. 5. Detection rate of the DF model using three
different mutation strategies versus sliding window
sizes in the closed-world setting

TABLE II
BANDWIDTH OVERHEAD (BO) AND DETECTION RATE (DR) ON THE THREE INJECTION PATTERNS (IP) AGAINST THE THREE MODELS IN THE

CLOSED-WORLD.MI : THE MAXIMUM NUMBER OF INJECTION.W : THE SLIDING WINDOW SIZE

IP
Models CNN SDAE DF

MI W BO DR MI W BO DR MI W BO DR

Injecting 1
1000 500 16.7% 1.7% 1000 500 10.7% 2.7% 1000 500 10.1% 3.2%
1200 500 16.4% 1.6% 1200 600 12.1% 1.5% 1200 600 12.0% 1.8%
1400 500 16.8% 1.4% 1400 600 14.2% 1.4% 1400 600 12.0% 1.7%

Injecting -1
1000 500 19.1% 33.6% 1000 500 11.9% 37.6% 1000 500 15.8% 39.6%
1200 600 21.8% 24.5% 1200 600 13.8% 34.6% 1200 600 17.9% 34.2%
1400 600 21.7% 24.9% 1400 600 13.9% 32.1% 1400 600 18.1% 32.3%

Injecting 1/-1
1000 500 17.2% 9.6% 1000 500 11.4% 20.3% 1000 500 10.9% 26.7%
1200 600 20.5% 5.4% 1200 600 12.7% 15.3% 1200 600 12.4% 19.7%
1400 600 20.3% 6.2% 1400 600 12.4% 14.3% 1400 600 14.0% 19.3%

using the sliding window size as 600. By using injecting 1 or
-1 mutation strategy, we can still decrease the detection rate
below 20% by introducing a little higher bandwidth overhead.
Therefore, the strategy of injecting 1 is the best one to achieve
the lowest detection rate.

Table II demonstrates the bandwidth overhead and detection
rate on the three injection patterns against the CNN, SDAE,
and DF model in the closed-world setting. When 1 is injected,
the bandwidth overhead of the injected Tor cells in the three
models is the lowest. However, the injected cell number is the
largest when -1 is injected. Therefore, injecting 1 mutation
strategy can obtain the most efficient injection patterns. We
use the sliding window size as 500 and 600 to evaluate the
bandwidth overhead as the detection rates using such sliding
window sizes are much better than the others. Then, we
calculate the average numbers of injected Tor dummy cells
to obtain the bandwidth overhead. As illustrated in the table,
when 1 is injected, the best detection rates are 1.7%, 1.4%, and
1.4% of the DF, SDAE, and CNN model, while the bandwidth
overhead of the three models are only 12.0%, 14.2%, and
16.8%, respectively. Since the detection rate of the DF model
outperforms that of the CNN and SDAE model using the
no-defended dataset in Table I, the detection rate of the DF
model is still higher than that of the CNN and SDAE model.
Moreover, when 1 or -1 are injected, our defense method can
fool the CNN model with the 5.4% detection rate and 20.5%

bandwidth overhead. Although we use the feature maps of the
DF model to compute the feature vectors, our defense method
can be effectively applied to these three models. It implies that
our method can achieve strong generalizability.

Figure 6 depicts the detection rate of the CNN model in
the open-world setting in terms of the sliding window size
and maximum number of injected Tor dummy cells. We can
see that the smallest detection can achieve 0.1% by injecting
1 with the maximum number of injected cells of 1200 and
sliding window size of 300. Compared with the closed-world
setting, the detection rate of the CNN model in the open-world
setting considerably decreases. In addition, when 1 or -1 is
injected and the maximum number of injected cells is 1200,
the detection rate of the CNN can reach 0.5% using the sliding
window size as 600. It implies that the high level features
extracted by the CNN model in the open-world setting may
contain the website traffic pattern on both two directions, i.e.,
from the Tor client to the exit node and the opposite direction.

The correlation between the detection rate of the SDAE
model and sliding window sizes is shown in Figure 7. When
1 is injected, the detection rate of the SDAE model can be
the smallest, i.e., 0.1%, with the sliding window 500 and the
maximum injection number 1400. Similar to the results of the
CNN model, when 1 or -1 is injected, we can also derive a low
detection rate of 2.3% with the sliding window 600 and the
maximum injection number 1400. As a result, we can conclude
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Fig. 6. Detection rate of the CNN model using



are proposed to further enhance the WF attack accuracy. For
example, Wang et al. [31] employ a k-NN classifier and
new features to reach 91% accuracy. Panchenko et al. [20]
investigate a Radial Basis Function (RBF) kernel based SVM
and features such as accumulated sum of the packet lengths
to achieve 91% accuracy in the closed-world setting and
96% true positive rate as well as 1.9% false positive rate in
the open-world setting respectively. Hayes and Danezis [11]
achieve 91% accuracy in the closed-world setting and 88%
true positive rate and 0.5% false positive rate in the open-
world setting by using a random forest classifier and features
such as packet ordering.

The first DL-based WF attack is proposed by Abe and
Goto [1] to use a SDAE model and reach 88% accuracy
in the closed-world setting and 86% true positive rate and
2% false positive rate in the open-world setting. Rimmer
et al [25] explore three DL-based WF classifiers including
SDAE, CNN, and LSTM and improve the DL-based attack to
96% accuracy in a closed-world setting. The state-of-the art
DL-based WF attack DF [28] that outperforms the existing
attacks is proposed by Sirinam et al. by using a variant
CNN with a more complex architecture. Their WF attack can
reach 98% accuracy in the closed-world setting and achieve
99% precision and 94% recall in the open-world setting.
Furthermore, their DL-based WF attack can be still effective
even when the defense techniques [14], [33] are applied to
the Tor traffic. Moreover, Bhat et al. [3] present a deep CNN
model Var-CNN based WF attack with reference to a ResNet
based architecture. Var-CNN achieves the accuracy 98.8% with
limited training data in the closed-world setting. TF [29] can
reach 85% accuracy with a few train data leveraging triplet
networks for N-shot learning.

Various defense methods are introduced to mitigate the WF
attacks. Juarez et al. [14] propose the WTF-PAD using an
adaptive padding strategy to protect Tor traffic against the WF
attacks. The WTF-PAD defense method can drop the accuracy
of the k-NN attack [31] from 92% to 17% with 60% band-
width overhead. Walkie-Talkie (W-T) proposed by Wang and
Goldberg [33] is based on half-duplex communication with a
web server. It reduce the accuracy of the WF attacks to 50%
with just 31% bandwidth overhead. Moreover, 34% latency
overhead is also introduced due to the use of half-duplex
communication. The DF-based WF attack [28], however, can
achieve up to 90% accuracy against WTF-PAD in the closed-
world setting and 98.4% top-2 accuracy against W-T. Then
a new defense method, referred to as Mockingbird [23], is
introduced to leverage GAN [7], [10] to generate adversarial
examples and reduce the accuracy of the latest DL-based WF
attacks from 98% to 38%-58% while incurring 58% bandwidth
overhead. Abusnaina et al. [2] present the DFD defense based
on injecting dummy Tor cells within every burst and decrease
the accuracy of DL-based WF attacks to 13.98% with 14.43%
bandwidth overhead.

The end-to-end attacks focus on confirming the communi-
cation relationship between the sender and the receiver via
anonymous communication systems. The end-to-end attacks

include active watermarking attacks [17], [18], [22], [35] and
passive traffic analysis attacks [15], [36]. Since the active
watermarking attacks can actively manipulate the traffic to
embed a watermarking into the traffic so as to significantly
improve the true positive rate and reduce the false positive
rate, the watermarking attacks outperform the passive traffic
analysis attacks. For example, Tian et al. [30] study how to de-
anonymize the communication relationship using the Freenet.

VI. CONCLUSION

In this paper, to defend against the state-of-the-art DL-based
attacks, we introduce a-genetic-programming-based variant
covert traffic search technique to find successful cover traffic
that can mislead the DL-based WF classifiers. We leverage
a number of labeled traces from a well known dataset to
construct initial population. Then multiple mutation operations
are performed by injecting the Tor dummy cells into the
traces so as to generate variant cover traffic traces. The feature
distance-based fitness function in both closed-world and open-
world settings is designed to select the successful variant
traces that can fool the DL-based WF classifiers. Moreover, the
mutation direction control mechanism is carefully investigated
to direct the search in order to ensure the search efficiency.
We repeat the procedure until the maximum generation is
reached. After discovering all of the successful variant traces,
the injection patterns are recorded and used for the Tor traffic
on the fly between the Tor client and the exit node. Consider-
able empirical experiments are performed to demonstrate the
feasibility and efficiency of our approach. In the open-world
setting, the detection rate is 0.4% with just 8.1% bandwidth
overhead against DF model. Further, in the closed-world
setting, our defense approach achieves 1.7% detection rate
with only 12.0% bandwidth overhead against the DF model.
Our approach can also be used to fight against DL-based traffic
analysis attacks to protect the communication privacy.
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