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* m Course Goal and its Preliminary Courses

The Preliminary Courses are:

= Data Structure
= Database Principles
= Database Design and Application

The students should already have the basic concepts
about database system, such as data model, data
schema, SQL, DBMS, transaction, database design, etc.

Now we will introduce the implementation
techniques of Database Management Systems.

The goal is to build the foundation of further
research in database field and to use database
system better through the study of this course.
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. Main Contents

Introduce the inner iImplementation
technique of every kind of DBMS,
Including the architecture of DBMS, the
support to data model and the
Implementation of DBMS core, user
Interface, etc. The emphasis is the basic
concepts, the basic principles and the

Implementation methods related to
DBMS core.
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Main Contents

Because the relational data model is the mainstream
data model, and distributed DBMS includes all aspects
of classical centralized DBMS, the main thread of this
course Is relational distributed database management
system. The implementation of every aspects of DBMS
are introduced according to distributed DBMS. Some
contents of other kinds of DBMS are also introduced,
Including federated database systems, parallel database
systems and object-oriented database systems, etc.
Along with the continuous progress of database
technique, new contents will be added at any time.
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* w Course History

= Database System Principles (before 1984) ----
relational model theory, some query optimization
algorithms

= Distributed Database Systems (1985~1994) ----
Introduce iImplementation techniques in DDBMS

thoroughly and systemically

= Database Management Systems and Their
Implementation (after 1995) ---- not limited to
DDBMS, hope to introduce the implementation
techniques of DBMS more thoroughly. Along with
the progress of database technique, new contents can
be added without changing the course name.
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1. Introduction
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1.1 The History of Database Technology
. - and its Classification

(1) According to the development of data model
= No management(before 1960°): Scientific computing
= File system: Simple data management

= Demand of data management growing continuously,
DBMS emerged.

> 1964, the first DBMS (American): IDS, network

> 1969, the first commercial DBMS of IBM, hierarchical

> 1970, E.F.Codd(IBM) bring forward relational data model
> Other data model: Object Oriented, deductive, ER, ...
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(2) According to the development of DBMS
. architectures

= Centralized database systems
= Parallel database systems

= Distributed database systems (and Federated
database systems)

= Mobile database systems

(3) According to the development of architectures of
application systems based on databases

= Centralized structure : Host + Terminal

= Distributed structure

= Client/Server structure

= Three tier/multi-tier structure

= Mobile computing

= Grid computing (Data Grid), Cloud Computing
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. - (4) According to the expanding of application fields

= OLTP

= Engineering Database

= Deductive Database

= Multimedia Database

= Temporal Database

= Spatial Database

= Data Warehouse, OLAP, Data Mining
= XML Database

= Big Data, NoSQL, NewSQL
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. 1.2 Distributed Database Systems

What is DDB?

A DDB is a collection of correlated data which are
spread across a network and managed by a software
called DDBMS.

Two Kinds:
(1) Distributed physically, centralized logically (general DDB)
(2) Distributed physically, distributed logically too (FDBS)

We take the first as main topic in this course.
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. Features of DDBS :

s Distribution
s Correlation
s DDBMS
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. The advantages of DDBS:

= Local autonomy

= Good availability (because support multi copies)
= Good flexibility

= Low system cost

= High efficiency (most access processed locally, less
communication comparing to centralized database
system)

= Parallel process

The disadvantages of DDBS:

= Hard to integrate existing databases

= Too complex (system itself and its using, maintenance,
etc. such as DDB design)
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. The main problems in DDBS:

Compared to centralized DBMS, the
differences of DDBS are as follows:

= Query Optimization (different optimizing
goal)

= Concurrency control (should consider whole
network)

= Recovery mechanism (failure combination)

Another problem specially for DDBS:
= Data distribution
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2. The Architecture of DBMS
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# Main Contains

= The components of DBMS core
= The process structure of DBMS
= The components of DDBMS

19



« u 2.1 The Components of DBMS Core
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2.2 The Process Structure of DBMS

= Single process structure
= Multi processes structure
= Multi threads structure

= Communication protocols between
processes / threads
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Single process structure

= The application program is compiled with DBMS core

as a single .exe file, running as a single process.

____________________________________________________

____________________________________________________

.exe file
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Multi processes structure

= One application process corresponding to one DBMS

core pProcess

DBMS core process 1

DBMS core process 2
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Multi threads structure

= Only one DBMS process, every application process
corresponding to a DBMS core thread.

DAEMON catalog | | lock table || buffer
. SQL statementg- -« T R
Application [ 2= ) T T
pﬁ)’gcess 1 < p|pelslocket‘,/ 5 DBMS core thread 1 U
/,zresult/si/ - v,
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/" results \ o
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Database Management Systems and Their Implementation, Xu Lizhen

24



% » Communication protocols between processes / threads

= Application programs access databases through API
or embedded SQL offered by DBMS, according to
communication protocol to realize synchronizing

control:
- Pipe0
Adhoo teface of : {DBMS core
PP Prog Pipel

Pipe0: Send SQL statements, inner commands;
Pipel: return results. The result format:

State TupNum AttNum AttName AttType AttLen | ...... TmpFileName

NG A )
~ Y

Definition of one attribute  Definition of other attributes
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% » Communication protocols between processes / threads

= State: 0 --error, 1 -- success for insert,delete,update,
2 -- query success, need to treat result further.

= TupNum: tuple number In result.

= AttNum: attribute number in result table.

= AttName: attribute name.

= AttType: attribute type.

= AttLen: byte number of this attribute.

= TmpFileName: name of the temporary file which
store the result data, need the above metadata to
explain it.
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« » 2.3 The Components of DDBMS Core

DB | DC
| DB1 DRK
DD |
DB Dé///
LDB2 DRK
DD
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DB: database management
DC: communication control
DD: catalog management

DDBK: core, responsible for
parsing, distributed
transaction management,
concurrency control, recovery
and global query optimization.
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w » Anexample of global query optimization

Global query optimization may
R1 R2 get an execution plan based on
cost estimation, such as:

Site Site2
(1)send R2 to sitel, R°
(2)execute on sitel.:
Select * Select *
From R1,R2 From R1, R

Where R1.a = R2.b; Where R1.a = R‘ b’
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Application process 1

Application process 2

7'y

. 2.4 The Process Structure of DDBMS
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3. Database Access Management
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Main Contains

The access to database Is transferred to the
operations on files (of OS) eventually. The file
structure and access route offered on it will
affect the speed of data access directly. Itis
Impossible that one kind of file structure will
be effective for all kinds of data access

= Access types

= File organization
= Index technique
= Access primitives
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Access Types

= Query all or most records of a file (>15%)
= Query some special record

= Query some records (<15%)

= Scope query

= Update
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File Organization
L]

= Heap file: records stored according to their inserted
order, and retrieved sequentially. This is the most
basic and general form of file organization.

= Direct file: the record address is mapped through
hash function according to some attribute‘s value.

= Indexed file: index + heap file/cluster
= Dynamic hashing: p115

= Grid structure file: p118 (suitable for multi attributes
gueries)

= Raw disk (notice the difference between the logical
block and physical block of file. You can control
physical blocks in OS by using raw disk)
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Index Technique

= B+ Tree (V)

= Clustering index (V)

= Inverted file

= Dynamic hashing

= Grid structure file and partitioned hash function
= Bitmap index (used in data warehouse)

= Others

Database Management Systems and Their Implementation, Xu Lizhen
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Bitmap index — index itself is data

: u Bitmap Index for Sales Bitmap Index for State

Date Store | State | Class | Sales 8bit 4bit 2bit 1bit AK AR CA CO CT MA NY RI ... ...
3/1/96 | 32 | NY A 6 0 1 1 0 00000010
3/1/96 | 36 | MA A 9 1 0 0 1 00 0 0 100
3/1/96 | 38 | NY B 5 0 1 0 1 0000 0010
3/1/96 | 41 | CT A 11 1 0 1 1 000010 00
3/1/96 | 43 N'Y A 9 1 0 01 00 00 00 1 0
3/1/96 | 46 RI B 3 o 0 1 1 00000 OO0 1
3/1/96 | 47 | CT B 7 0 1 1 1 0000 10 00
3/1/96 | 49 N'Y A 12 11 00 00 00 00 1 0

»Total sales = ? (4*8+4*4+4*2+6*1=62)
»How many class A store in NY ? (3)

»Sales of class A store in NY = ? (2*8+2*4+1*2+1*1=27)
»How many stores in CT ? (2)
»Join operation (query product list of class A store in NY)
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0 1 0
1 0 O
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Access Primitives (examples)

= Int dbopendb(char * dbname)
Function: open a database.
= Int dbclosedb(unsigned dbid)
Function: close a database.
= IntdbTableInfo(unsigned rid, Tablelnfo * tinfo)
Function: get the information of the table referenced by rid.
= Int dbopen(char * thame,int mode, int flag)
Function: open the table tname and assign a rid for it.
= Int dbclose(unsigned rid)

Function: close the table referenced by rid and release the rid.

= Iint dbrename(oldname, newname)
Function: rename the table.

Database Management Systems and Their Implementation, Xu Lizhen
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_ Access Primitives (examples)

= Int dbdelete(unsigned rid, long offset, int flag)

Function: delete the tuple specified by offset in the table
referenced by rid.

= Int dbupdate(unsigned rid, long offset, char * newtuple, int flag)

Function: update the tuple specified by offset in the table
referenced by rid with newtuple.

= Int dbgetrecord(unsigned rid, int nth, char* buf)

Function: fetch out the nt" tuple from the table referenced by rid
and put it into buffer buf.

= Int dbopenidx(unsigned rid, indexattrstruct * attrarray, int flag)

Function: open the index of the table referenced by rid and
assign a iid for it.
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Access Primitives (examples)

= Int dbcloseidx(unsigned iid)
Function: close the index referenced by iid.
= Int dbfetch(unsigned rid, char * buf, long offset)

Function: fetch out the tuple specified by offset from the table
referenced by rid and put it into buffer buf.

= Int dbfetchtid(unsigned iid, void * pvalue, long*offsetbuf, flag)

Function: fetch out the TIDs of tuples whose value on indexed
attribute has the —flagll relation with povalue, and put them into
offsetbuf. iid 1s the reference of the index used.

= Int dbpack(unsigned rid)

Function: re-organize the relation, delete the tuples having
deleted flag physically.

Database Management Systems and Their Implementation, Xu Lizhen

39



4. Data Distribution
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. 4.1 Strategies of Data Distribution

(1) Centralized: distributed system, but the data
are still stored centralized. It is simplest, but
there is not any advantage of DDB.

(2) Partitioned: data are distributed without
repetition. (no copies)

(3) Replicated: a complete copy of DB at each
site. Good for retrieval-intensive system.

(4) Hybrid (mix of the above): an arbitrary
fraction of DB at various sites. The most
flexible and complex distributing method.
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Comparison of four strategies

flexibility

complexity

Advantage of DDBS

Problems with DDBS

Database Management Systems and Their Implementation, Xu Lizhen
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The criteria of fragmentation:

(1) Completeness: every tuple or attribute must
has Its reflection in some fragments.

(2) Reconstruction: should be able to
reconstruct the original global relation.

(3) Disjointness: for horizontal fragmentation.

Database Management Systems and Their Implementation, Xu Lizhen 44



. Fragmentation Methods

(1) Horizontal Fragmentation

Defined by selection operation with predicate, and
reconstructed by union operation.

SELECT” R—n fragments (use P, , P,.. .P,)
FROM R Fulfill: Pi/\Pj:fa|Se (i%))
WHERE P P,vP,v...vP =true

Derived Fragmentation: relation is fragmented not
according to itself‘s attribute, but to another relation‘s
fragmentation.

Database Management Systems and Their Implementation, Xu Lizhen
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An example of Derived Fragmentation

TEACHER(TNAME, DEPT)
COURSE(CNAME, TNAME)

Suppose TEACHER has been fragmented according to
DEPT, we want to fragment COURSE even if there is no
DEPT attribute in it. This will be the fragmentation
derived from TEACHER's fragmentation.

Semijoin: R
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o«  (2) Vertical Fragmentation

Defined by project operation, and reconstructed by
join operation. Note:

= Completeness: each attribute should appear in at
least one fragment.

s Reconstruction: should fulfill the condition of
lossless join decomposition when fragmentizing.

a. Include a key of original relation in every fragment.

b. Include a TID of original relation produced by
system in every fragment.

Database Management Systems and Their Implementation, Xu Lizhen
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- (3) Mixed Fragmentation

Apply fragmentation operations recursively.
Can be showed with a fragmentation tree:

Global relation

Fragments
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4.3 Different Transparency Level
L]

We can simplify a complex problem through
—Information hidingll method

= Level 1. Fragmentation Transparency

User only need to know global relations, he
don‘t have to know If they are fragmentized
and how they are distributed. In this
situation, user can not feel the distribution of
data, as If he Is using a centralized database.
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= Level 2: Location Transparency

User need to know how the relations are
fragmentized, but he don‘t have to worry the
store location of each fragment.

= Level 3. Local Mapping Transparency

User need to know how the relations are
fragmentized and how they are distributed,
but he don‘t have to worry every local
database managed by what kind of DBMS,
using what DML, etc.

= Level 4. No Transparency
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. 4.4 Problems Caused by Data Distribution

1) Multi copies‘ consistency
2) Distribution consistency

Mainly the change of tuples‘ store location
resulted by updating operation. Solution:

(1) Redistribution

After Update: Select- Move- Insert- Delete
(2) Piggybacking

Check tuple iImmediately while updating, if

there 1s any inconsistency it is sent back along

with ACK information and then sent to the right
place.
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3) Translation of Global Queries to Fragment
Queries and Selection of Physical Copies.

4) Design of Database Fragments and Allocation
of Fragments.

Above 1)~3) should be solved in DDBMS.

While 4) is a problem of distributed database
design.
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4.5 Distributed Database Design

1) Distributed database

= The design of fragments

= The design of fragment distribution solution

To understand user’s requirements, we
should ask the following questions to every
application while requirement analysis:

= The sites where this application may occur

= The frequency of this application

= The data object accessed by this application
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Design flow of centralized database

Information Process
requirement requirement

4 Requirement Analysis

Requirement

. e . DBMS feature
indication

A < , Concept Design

DBMS independent
data schema

\_ Logic Design

Outer schema,
concept schema

Physical Design

l ‘ Hardware, OS feature
Inner schema
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Design flow of distributed database

Fragmentation Design

Distribution Design

Physical design of each site

!

Database Management Systems and Their Implementation, Xu Lizhen
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_ (1) Fragmentation design

In DDB, it is not true that the fragments should be
divided as fine as possible. It should be fragmentized
according to the requirement of application. For
example, there are following two applications:

Appl: SELECT GRADE FROM STUDENT
WHERE DEPT=_9t"* AND AGE>20;
App2: SELECT AVG(GRADE)
FROM STUDENT
WHERE SEX=_Male;
Problem:

If STUDENT should be fragmentized horizontally
according to DEPT?

Database Management Systems and Their Implementation, Xu Lizhen
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. General rules:

k Select some important typical applications which
occur often.

K Analyze the local feature of the data accessed by
these applications.

= For horizontal fragmentation:

Select suitable predicate to fragmentize the global
relations to fit the local requirement of each site. If
there is any contradiction, consider the need of more
Important application.

| Analyze the join operations in applications to decide
If derived fragmentation is needed.

I_\

Database Management Systems and Their Implementation, Xu Lizhen
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= For vertical fragmentation:

Analyze the affinity between attributes, and
consider:

v Save storage space and 170 cost

v Security. Some attributes should not be seen
by some users.

I_\

(2) Distribution design

Through cost estimation, decide the suitable
store location (site) of each distribution unit.
P252
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Example:

-
SELECT * R'=0,0(R) 7 Vertica
FROMR,S S'=0 ,<1o(S) parallel
WHERE R.a=S.a AND o
R.b>20 AND RS
S.c<10; Horizontal
parallel

The precondition of horizontal parallel is that R, S are
fragmentized beforehand and stored on different disks of a
SN structured parallel computer. This is the main problem
should be solved in PDB design.
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Design flow of parallel database

- .
L Information Process
requirement requirement
Concept schema

Fragmentation Design

PDBMS feature and
the feature of
parallel computer
system used

Distribution units

Distribution design of data on different |

C < disks of the parallel computer

Local schema of
every disk

Physical design of each disk
- |

Inner schema
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Data fragmentation mode in PDB

(1)Arbitrary

C

Fragmentize relation R In arbitrary mode,

then stored these fragments on the disk of

Ifferent processor. For example, R may be

C

Ivided averagely, or hashed into several

fragments, etc.
(2)Based on expression

Put the tuples fulfill some condition into a

fragment. Suitable for the situation in which the
most query are based on fragmentation

C

onditions. --- excluded respectively.

Database Management Systems and Their Implementation, Xu Lizhen 62



The difference between PDB and DDB about data

fragmentation and distribution

PDB DDB
The goal of Promote parallel process Promote the local degree of
fragmentation | degree, use the parallel data access, reduce the data
and computer‘s ability as transferred on network
distribution adequately as possible
Fragmentation | PDBMS feature and the Application requirements,
in accordance | feature of parallel computer | combining the feature of
with system used, combining DDBMS used.

application requirements.
Distribution On multi disks of a parallel | On multi sites in the
mode computer network

Database Management Systems and Their Implementation, Xu Lizhen
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. = Design flow of DDB with PDB as local database

If site i is a parallel N

computer?

Local physical design
of general DDB

l

Inner schema

Database Management Systems and Their Implementation, Xu Lizhen
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_ 3) Federated database

= In practical applications, there are strong
requirements for solving the integration of multi
existing, distributed and heterogeneous databases.

= The database system in which every member is
autonomic and collaborate each other based on
negotiation --- federated database system.

= No global schema in federated database system,
every federated member keeps its own data schema.

= The members negotiate each other to decide
respective input/output schema, then, the data
sharing relations between each other are established.
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= F§5=CS; + 1S

= FS;is all of the data available for the users on site;.

= 1S;1s gained through the negotiation with ES; of other
sites (J=l1).

= User‘s query on FS; = the sub-queries on CS; and IS;
— the sub-queries on corresponding ES;.

= The results gained from ES; = the result forms of
corresponding IS;, and combined with the results get
from the sub-queries on CS;, then synthesized to the
eventual result form of FS,.

Database Management Systems and Their Implementation, Xu Lizhen
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4.6 The Distribution of Catalog

Catalog --- Data about data (Metadata).

Its main function is to transfer the user‘s operating
demands to the physical targets in system.

4.6.1 Contents of Catalogs

(1) The type of each data object (such as base table,
view, . ..) and its schema

(2) Distribution information (such as fragment
location, . . .)

(3) Access routing (such as index, . . .)
(4) Grant information

(5) Some statistic information used In query
optimization
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(1)~(4) are not changed frequently, while (5) will
change on every update operation. For Iit:

= Update it periodically

= Update it after every update operation
4.6.2 The features of catalog

(1) mainly read operation on it

(2) very important to the efficiency and the data
distribution transparency of the system

(3) very important to site autonomy

(4) the distribution of catalog is decided by the
architecture of DDBMS, not by application
requirements
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« 4 1.6.3 Distribution strategies of catalog

(1) Centralized
= A complete catalog stored at one site.

= Extended centralized catalog: centralized at
first; saved after being used; notify while
there is update

(2) Fully replicated: catalogs are replicated at
each site. Simple in retrieval. Complex in
update. Poor in autonomy.

(3) Local catalog: catalogs for local data are
stored at each site. That means catalogs are
stored along with data.
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If want the catalog information about data on other site
. (look for through broadcast):

= Master catalog: store a complete catalog on some site.
Make every catalog information has two copies.

= Cache: after getting and using the catalog information
about data on other site through broadcast, save it for
future use (cache it). Update the catalog cached
through the comparison of version number.

R
R'’s catalog(Ver No.) Cache of R’s catalog

(Ver No.)
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(4) Different Combination of the above

Use different strategy to different contents of
catalog, and then get different combination
strategies. Such as:

a. Use fully replicated strategy to distribution
Information (2), use local catalog strategy to
other parts.

b. Use local catalog strategy to statistic
Information, use fully replicated strategy to
other parts.

Database Management Systems and Their Implementation, Xu Lizhen 12



4.6.4 Catalog management in R*
. - --- Site autonomy

= Characteristics:

> There is no global catalog

> Independent naming and data definition
> The catalog grows reposefully

= The most important concept --- System Wide Name
(SWN)

<SWN>::=User@UserSite.ObjectName@BirthSite

> ObjectName: the name given by user for the data
object

> User: user‘s name. With this, different users can
access different data object using the same name.
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> UserSite: the ID of the site where the User 1s. With
this, different users on different sites can use the same
user name.

> BirthSite: the birth site of the data object. There is no
global catalog in R* system. At the BirthSite the
Information about the data Is always kept even the
data is migrated to other site.

= Print Name (PN): user used normally when they
access a data object.

<PN>:=[User[@UserSite].]ObjectName[@BirthSite]
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Name Resolution --- Mapping PN to SWN
L]

Establish a synonym table for each ObjectName | SWN
user using —Define Synonym ...a G G
statement.

Mapping PN in different forms according to
following rules:

1y PrintName = SWN, need not transform

2 Only have ObjectName: search —ObjectNamell in
the synonym table of current user on current site.

3 User.ObjectName: search the synonym table of
user —Userll on current site.

2 User@UserSite.ObjectName
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v  Name Resolution --- Mapping PN to SWN
5)  ObjectName@BirthSite

If no match for the ObjectName is found in (2), (3) or
print name is in the form of (4) or (5), name
completion is used.

Name completion rule:

= A missing User is replaced by current User.

= A missing UserSite or BirthSite is replaced by current
site ID.
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5. Query Optimization

Database Management Systems and Their Implementation, Xu Lizhen



. Introduction
= A Rewritell the query statements
submitted by user first, and then
decide the most effective operating
method and steps to get the result.

= The goal is to gain the result of user’s
guery with the lowest cost and In
shortest time.

Database Management Systems and Their Implementation, Xu Lizhen

78



5.1 Summary of Query Optimization in
" = DDBMS

s Global Query: a query over global
relation.

s Fragment Query: a query over
fragments.
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. = General flow

Global Query

g |

Transfer it to fragment queries

l Query tree

uoreziwndo [eqo|9
A

1) Transform the queries tree into the most effective form —>Algebra optimization
2) Query decomposition (into several sub queries which can be
executed locally) _ }Operation optimization
g 3) Decide the order and site of the operations
l Query plan

{ Execute each operation according to the schedule in query plan

l

Query result

uoneziwndo 207
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. Example

S(SNUM, SNAME, CITY)

SP(SNUM, PNUM, QUAN)

P(PNUM, PNAME, WEIGHT, SIZE)
Suppose the fragmentation is as following:
S1 = Ociry=Nanjing ()

S2 = O¢7v= shanghai<(S)

SP1=5SP S1
SP2=5SP S2

Database Management Systems and Their Implementation, Xu Lizhen

81



_ Global Query:

SELECT SNAME

FROM S, SP, P

WHERE S.SNUM=SP.SNUM AND
SP.PNUM=P.PNUM AND
S.CITY=_Nanjing* AND
P.PNAME=_Bolt* AND
SP.QUAN>1000;
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. Query tree

I1(S.SNAM