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Abstract—In networked multiagent systems (NMASs) with re-
source caching, resource replicas are cached in favor of the agents
who accessed such resources most recently and frequently. Task
execution in NMASs is described through agents’ operations when
accessing necessary resources distributed in the networks, and
thus, agents with richer experiences executing tasks will have
higher access to resources. To optimize tasks’ resource access time,
we investigate two types of preferential attachments in the task
allocation of NMASs with resource caching: history and present
preferential attachments, in which an agent has higher access to
a resource if that agent has richer history (or present) accessing
experiences for that resource. Therefore, agents that were (or are)
heavily burdened by tasks may have certain preferential rights to
new tasks in the future. Our experiments found that preferential
attachment in task allocation can effectively reduce tasks’ execu-
tion time, particularly when the network context is considered
and the number of tasks is high. In addition, we discovered
two interesting phenomena: 1) Compromise between preferential
attachment and load balancing can achieve better performance
than single preferential attachment when there are too many tasks
waiting, and 2) the integration of history and present preferential
attachments can outperform either history or present preferential
attachment alone in task allocation.

Index Terms—Distributed systems, load balancing, networked
multiagent systems (NMASs), preferential attachment, resource
caching, task allocation.
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I. INTRODUCTION

TO MEET the increasing demand of large-scale cooperative
computational problems, cooperative distributed systems

(CDSs) have been investigated [1]–[4]. There are many prac-
tical CDSs, such as grids [1], [3], peer-to-peer (P2P) systems
[4], and ad hoc networks [2]. In general, many CDSs have the
following characteristics.

1) Nodes are autonomous and cooperative. Each node be-
haves autonomously by considering the surrounding sit-
uations [5]; the nodes can contribute their idle resources
and cooperatively work together to accomplish tasks [6].

2) Nodes are interconnected through networks, and inter-
actions are local and constrained by network structures.
Network structures can cope with large-scale situations
because each node only needs to know its surrounding
situations [6], [7]. Moreover, network structures can save
nodes’ energies because each node only communicates
with its neighbors and remote communication can be
implemented by forwarding among nodes [2].

3) Resources are distributed within the networks, and ac-
cess to resources is crucial to the system performance.
Many CDSs aim to achieve resource sharing, and thus,
communication time for accessing resources is crucial
[1], [3], [4].

4) Resource caching can be used to improve the perfor-
mance of resource access. Some resources are replicated
at certain places in the networks so that the access to those
resources is easier [2], [8], [9].

CDSs can be viewed as networked multiagent systems
(NMASs) in which agents represent the autonomous nodes and
interaction relations represent interconnections among nodes
[6]. The concept of NMASs enables users to represent CDSs at
an abstract level without needing to worry about the particulars
of the target system [6], [7], [10], [11]. An NMAS can be
depicted as a graph, G = 〈A,E〉, consisting of vertices (agents
A) and edges (interactions E); some resources are placed within
the network and can be accessed by agents for the execution of
tasks [12].

Task execution in multiagent systems can be described by
the agents’ operations when accessing required resources; thus,
task allocation is often implemented based on the accessibility
of required resources [1], [13]–[16]. In previous work, load
balancing was necessary for the allocation of multiple tasks
to reduce tasks’ waiting time at agents so that tasks could be
switched from heavy-burdened agents to light-burdened ones
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[1]. If there are too many tasks queuing for an agent, the
probability of the agent being assigned new tasks is reduced.
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a well-known task sharing protocol in which each agent
in a network can be a manager or a contractor at different
times or for different tasks [31]. However, managers
in this method also need to know the information of
negotiated agents. In summary, agent status informa-
tion needs to be acquired in a timely manner for these
related works.

3) Task allocation with uncertain information.
There are some related studies considering task al-

location with uncertain and incomplete information. In
previous approaches, social or economics techniques are
used, such as negotiation, bidding/auction, trust, game
theory, etc. For example, Kraus et al. [17] present a
distributed approach in which a protocol is developed
to enable agents to negotiate and form coalitions to
execute tasks with uncertain heterogeneous information.
Ramchurn et al. [18] present trust-based mechanisms of
task allocation in the presence of execution uncertainty,
which take into account the trust between agents when al-
locating tasks. Mataric et al. [19] use the bidding/auction
mechanism to perform task allocation in uncertain en-
vironments. Game theory is used in the task allocation
of some heterogeneous distributed systems in which the
complete information of agent peers is unknown. For
example, Grosu and Chronopoulos [21] present a game-
theoretic framework for obtaining a user-optimal load
balancing scheme in heterogeneous distributed systems.
Moreover, in multirobot systems, a dynamic task allo-
cation mechanism is investigated, which allows agents
to change their behavior in response to environmental
changes or other agents’ actions to improve overall sys-
tem performance [20]. Such a dynamic allocation mech-
anism needs agents to have sensing and decision-making
abilities.

In summary, the aforementioned approaches may bring
about heavy costs for agents’ computing and communi-
cation, which may influence overall system performance,
particularly when the number of tasks is high.

4) Load balancing in task allocation.
If too many tasks are allocated to certain agents, the

tasks may be delayed and will not receive quick re-
sponses. To minimize the amount of time that tasks re-
main with an agent, tasks may be switched to other agents
with lower task loads, which is called load balancing.
Liu et al. [1] present a macroscopic characterization of
agent-based load balancing, in which complete informa-
tion about the number and size of task teams queuing for
agents is necessary. Chow and Kwok [32] investigate load
balancing for distributed multiagent computing, in which
a novel communication-based load balancing algorithm
is proposed by associating a credit value with each agent;
the credit of an agent depends on its current situation,
such as its affinity to a machine, its current workload,
its communication behavior, etc. Schaerf et al. [12] study
adaptive load balancing, in which information on global
resource distribution must be known to make global
optimal resource selections. Dhakal et al. [33] present a
regeneration-theory approach to dynamic load balancing

in distributed systems in the presence of delays, in which
heterogeneity in the processing rates of the nodes is taken
into account.

From above, we can see that load balancing is an
important idea for the allocation of multiple tasks, where
the number of tasks queuing for an agent is the determi-
native factor of the agent’s rights in future task allocation.
If there are too many tasks queuing for an agent, the
probability of the agent getting new tasks will be reduced
[1]. Therefore, the previous load balancing method of task
allocation accords with the adage “winner does not take
all” [34].

5) Our contribution.
In comparison with the related work, our work makes

the following contributions.
a) Previous load balancing methods based on the “winner

does not take all” theory can effectively reduce the
waiting time of tasks at agents [1]. In contrast to previ-
ous work, our “rich get richer” model can effectively
reduce the communication time of agents attempting
to access resources within the network. In fact, we
combine “rich get richer” and “winner does not take
all” to implement a compromise between preferential
attachment and load balancing, which can achieve
better performance than single preferential attachment
while there are too many waiting tasks.

b) Previous resource-based task allocation and load bal-
ancing methods are often premised on the assumption
that the resources needed by the tasks and resources
available from the agents are known; therefore, each
time that the task allocation is implemented, accurate
resource distribution information needs to be acquired
timely from the system [6]. In contrast with the previ-
ous work, our model is implemented by simply relying
on agents’ experiences of executing tasks and frees
task allocation from knowing the status of available
resources. Our model applies well to large dynamic
NMASs, in which it is difficult to obtain accurate
resource status information timely.

c) Although there are some related studies on the task
allocation with uncertain information, they may bring
about heavy costs to the agents’ computing and com-
munication, which may influence overall system per-
formance, particularly when the number of tasks is
high. Our approach avoids bringing about heavy costs
for agents’ computing and communication because it
is implemented by simply relying on agents’ experi-
ences of executing tasks.

III. NMASs WITH RESOURCE CACHING

A. Resource Caching in Multiagent Networks

In previous benchmark work on resource caching, two typi-
cal methods are used: One is plain caching, which means that
resource replicas are placed at the requesting agents [35], and
the other is intermediate caching, which means that resource
replicas are placed at intermediate agents (the agents between
a requesting agent and the agent that holds the requested
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resource) [2], [8], [9]. Generally, intermediate caching is more
beneficial for the performance of systems in which the allocated
agents are not fixed; moreover, with the intermediate caching
method, the number of replicas within the network can be more
effectively reduced than with the method that places the replicas
at the requesting agents.

Resource caching is not our focus in this paper. There-
fore, without loss of generality, we present a simple resource
caching mechanism based on abstracting from some related
intermediate caching methods [2], [8], [9]. In resource caching,
cache locations can be dynamically adapted according to the
frequency of resource access. We also describe the eclipse
mechanism of resource replicas and make the seldom-accessed
resource replicas eclipse step by step, which results in saving of
agent storage.

1) Resource Caching Mechanism: While an NMAS is ini-
tially set up, the locality of resource ri is called ri’s original
inhabitation locality, denoted as OLri. After the system runs,
ri may be replicated at a place in the network, referred to as ri’s
caching locality, CLri.

Obviously, the original inhabitation locality of a resource is
always fixed, but a resource’s caching locality can be changed.
Let two localities in the network be Li and Lj . Let the shortest
path betweenLi and Lj be {Li, Li+1, . . . , Lj−2, Lj−1, Lj}. If
a resource changes its caching locality from Lj to Lj−n (1 ≤
n ≤ j − i), we can say that the resource replica migrates from
Lj to Li with n hops; the new locality after migration is
represented as Ln

Lj→Li
.

Now, we propose a simple resource caching mechanism as
Algorithm 1, where T is the set of tasks.

Algorithm 1. Resource caching in task execution.

1) ∀ t ∈ T :
1.1) Allocate the principal agent for t, at.
1.2) ∀ r ∈ Rt:

If the current locality of accessed resource r is its
original inhabitation locality, OLr:

1.2.1) Produce a replica of r, which is represented
by cr.
1.2.2) Migrate cr to Ln

OLr→Lat
.

else Migrate r to Ln
CLr→Lat

.
2) End.

From Algorithm 1, when a resource in the original inhabi-
tation locality is accessed, we should produce a replica of the
resource and move the replica toward the allocated agent with a
series of hops. When the resource replica in the caching locality
is accessed, we will only need to move the replica toward the
allocated agent with a series of hops.

Definition 1: Compactness degree of an agent set. Given a
set of agents, A, whose compactness degree is the inverse of the
mean length of the shortest paths between each pair of agents,
shown as

CDA = 1/




 ∑

ai,aj∈A
dij


 / (|A| · (|A|+ 1))


 (1)

where dij denotes the length of the shortest path between ai
and aj and |A| denotes the number of agents in A. Obviously,
the higher CDA is, the more compact the agents in A are.

Theorem 1: Given two agent sets in the multiagent network
G = 〈A,E〉, A1, A2 ⊆ A, |A1| = |A2|; all agents inA1 and A2

will access resource r. The probability of producing a replica of
r by A1 is PA1(r), and the probability of producing a replica of
r byA2 is PA2(r). We have the following: CDA1 > CDA2 ⇒
PA1(r) ≤ PA2(r).

Proof: We use the inductive method to prove Theorem 1.

1) While |A1| = |A2| = 2, the agent first accessing r in Ai

is ai1, and the second agent accessing r in Ai is ai2. Be-
cause the agents in A1 are more compact than the agents
in A2, the probability that a12 accesses the resource
replica produced by a11 is higher than the probability that
a22 accesses the resource replica produced by a21. Thus,
the probability that a12 produces a new resource replica is
less than the probability that a22 produces a new resource
replica. Therefore, we have PA1(r) ≤ PA2(r).

2) While |A1| = |A2| = k > 2, we assume PA1(r) ≤
PA2(r).

3) While |A1| = |A2| = k + 1, the agent jth-ly accessing
r in Ai is ai,j . According to Step 2, PA1−{a1,k+1}(r) ≤
PA2−{a2,k+1}(r). Because CDA1 > CDA2, the probabil-
ity that a1,k+1 accesses the resource replica produced by
any agent in (A1 − {a1,k+1}) is higher than the probabil-
ity that a2,k+1 accesses the resource replica produced by
any agent in (A2 − {a2,k+1}). Thus, the probability that
a1,k+1 produces a new resource replica is less than the
probability that a2,k+1 produces a new resource replica.
Therefore, we have PA1(r) ≤ PA2(r).

�
From Theorem 1 and Definition 1, we conclude that the set

with more compact agents produces fewer resource replicas.
Therefore, we should seek the set with more compact agents to
accomplish the task.

2) Eclipse of Resource Caching: To avoid the congestion of
redundant resource replicas in the multiagent network, we can
let some longtime unused resource replicas be terminated. This
process is called the eclipse of resource caching.

While a cached resource replica has not been accessed for
long time, we let it go back toward its original inhabitation
locality step by step. When it arrives at its original inhabitation
locality, it can be terminated. We can set a time period T ; after
every T time, all cached resource replicas in the multiagent
network will withdraw to their respective original inhabitation
localities with one hop. The cached resource replicas remaining
in the network are those that are accessed by agents most
recently and frequently. Idle resource replicas will eclipse step
by step.

Let N(i) be the maximum number of resource replicas in
the system at time i, Nt be the number of tasks arrived at a time
unit, Nr be the mean number of resources needed by one task,
T be the eclipse time, |R| be the mean number of resources that
an agent owns, and Ne(i)
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N(i N(i) +N
tN R|)−Ni) (2)

(i N(i) +N ∗N R| −N (i)) (3)

Because the limits of N(i and N(i)
due to the eclipse mechanism

(i (i)/T

(i) = Ni ∗ (N

r

R|) ∗ T (4)

/herefore, we can adjust eclipse time T
mum number of resource replicas in the system.

B. Resource Search in Multiagent Networks

the required resources (we call agents that provide resources to
the principal agent assistant agents
and assistant agents will cooperate to implement the task. In

multiagent network and presented a novel contextual resource
s e a r c h m o d e l . N o w , w e b r i e fl y i n t r o d u c e i t h e r e . I n t e r e s t e d
r e a d e r s c a n r e f e r t o o u r p r e v i o u s w o r k i n [ 1 5 ] f o r m o r e d e t a i l s .

Let a

i t
a i be Rai t

Rt ai t
Rt

ai
=R t −R ai

.
aj ai

aj Raj aj
ai t

of a i t
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time. Thus, if the principal and assistant agents are executing a
task, a new task would have to wait until all required resources
are available. Let Et be the execution time of task t, Wtj be the
waiting time of task t for resources at agent aj , and C(at, aj)
be the communication time between at and aj . The purpose of
the task allocation is to select the agent set At to minimize the
execution time of t

Et =
∑

aj∈At

Wtj +
∑

aj∈At,aj �=at

C(at, aj) (5)

under the constraints that agents’ resources are limited and each
resource can be accessed by only one task at a time. Therefore,
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Theorem 2: Given two agents in the network, ai and aj ,
ai and aj accessed resource rk to execute tasks from time t1
to t2. The accessibility of agent ay to resource rk at time tx
is denoted as Ax

y(k); the difference between the accessibilities
of ai and aj to resource rk at time tx is denoted as σx,
σx = |Ax

i (k)−Ax
j (k)|. Now, we consider the following three

situations.

1) A1
i (k) = A1

j (k): If ht1→t2
i (k) > ht1→t2

j (k), we have
A2

i (k) ≥ A2
j (k).

2) A1
i (k) > A1

j (k): If ht1→t2
i (k) > ht1→t2

j (k), we have
σ2 ≥ σ1.

3) A1
i (k) < A1

j (k): If ht1→t2
i (k) > ht1→t2

j (k), we have
σ2 ≤ σ1 while A2

i (k) ≤ A2
j (k) or A2

i (k) > A2
j (k).

Proof:

1) If A1
i (k) = A1

j (k), at time t1, the minimum length of the
shortest path from ai to any resource in Rk (denoted as
rik) is the same as the one from aj to any resource in
Rk (which is denoted as rjk). According to the resource
caching mechanism, the localities of rik and rjk at time
t2 are Lni

Lrik→Li
and L

nj

ri554 4k→
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Based on Theorem 3, an agent will have higher access to a
resource if it has a higher PRF for that resource. Therefore, the
task can be allocated to the agent with the highest PRF for the
required resources, which can reduce the communication time
in (5). After the principal agent is determined based on PRF, the
remaining process is similar to the HRF-based task allocation.

2) C-PRF and C-PRF-Based Task Allocation: As in
Section V-A2, for an agent ai, the resource access situation of
its contextual agents’ queuing tasks will influence ai’s future
access to resources. The nearer a contextual agent is to ai, the
more the contextual agent’s resource access situation of the
tasks in its queue influences ai’s future access to resources.
We present the definition of the contextual PRF (C-PRF)
as follows.

Definition 6: The C-PRF of agent ai for resource rk is

Cpi(k) =
∑

aj∈Ci

(
1/dij∑

aj∈Ci
(1/dij)

pi(k)

)
(12)

where Ci is the context of agent ai, which can be set from its
neighboring area to the whole network and dij is the distance
between agent ai and aj in the network; ai ∈ Ci, dii is less than
dij if aj �= ai.

From Definition 6, if an agent’s contextual agents’ queuing
tasks are rich, the agent may have higher future access to such
resources even if the agent itself has fewer queuing tasks. Thus,
a task can be allocated to the agent that has the highest C-PRF
for the required resources, which is called task allocation based
on C-PRF.

3) On Load Balancing: As mentioned earlier, if an agent
possesses more queuing tasks, it may accordingly be assigned
more new tasks. However, if too many tasks are crowded on
to certain agents, the waiting time may outperform the benefit
(reduction in communication time) brought by the resource
caching of executing queuing tasks. Thus, we should apply
load balancing in task allocation when the benefit brought
by preferential attachment is less than the loss brought by
the waiting time of queuing tasks. The next case study can
demonstrate this situation.

Case Study 1: Let a multiagent network be G = 〈A,E〉 and
the communication time between any neighbor agents be tε.
The resource caching eclipse time period is t∗; now, there is a
resource rk. ∃ai ∈ A, sik = n; ∀ t ∈ Qik, the execution time
of task t is tt. twill access rk for once. Now, if a task tnew is
allocated to ai, then tnew will be executed after the tasks in
Qik are all finished. Then, now, the influence of Qik on tnew
includes the following.

1) The benefit brought by resource caching: Because
sik = n, resource rk will be cached and migrated toward
ai with n steps; thus; the saved communication time by
allocating tnew to ai is ntε.

2) The loss brought by resource eclipse within the waiting
time: tnew will wait for ntt time to execute, in which the
cached resource will migrate back to its original locality
for ntt/t∗ steps; thus; the wasted time is (ntt/t∗)tε.

3) The loss brought by waiting time: ntt.

4) Therefore, while task tnew is allocated to agent ai for
resource rk and now sik = n, the net benefit is

(n− n · tt/t∗) · tε − n · tt. (13)

When we allocate tasks, we should perform load balanc-
ing if the value of (13) is negative. Because tε is usually
less than tt in reality, the load balancing should be taken
into account when there is a long queue of tasks.

According to Case Study 1, we should perform load balanc-
ing when the queue of tasks is too long. Therefore, we can
modify (11) as follows:

p∗i (k) = α(sik) · pi(k) = α(sik) · f(sik) (14)

where α(sik) is an attenuation function, 0 ≤ α(sik) ≤ 1; the
value of α(sik) decreases monotonically from 1 to 0 with the
increase of sik.

Therefore, to perform load balancing, the definition of C-
PRF in (12) should also be modified, shown as follows:

Cp∗i (k) =
∑

aj∈Ci

(
1/dij∑

aj∈Ci
(1/dij)

p∗j(k)

)

=
∑

aj∈Ci

(
1/dij∑

aj∈Ci
(1/dij)

(α(sjk) · f(sjk))
)
. (15)

Obviously, preferential attachment-based task allocation
with consideration of load balancing can reduce both the wait-
ing time and communication time in (5).

C. History–Present Combined Preferential Attachment

Now we combine the two preferential attachments, referred
to as history–present combined preferential attachment in task
allocation.

Definition 7: History–present combined resource accessing
factor (HP-RF) of agent ai for resource rk can be defined as

hpi(k) = λ1 · hi(k) + λ2 · pi(k). (16)

Contextual HP-RF (C-HP-RF) of agent ai for resource rk
can be defined as

C − hpi(k) = λ1 · Chi(k) + λ2 · Cpi(k). (17)

If load balancing is applied, (16) and (17) can be modified
as follows:

hp∗i (k) =λ1 · hi(k) + λ2 · p∗i (k) (18)

C − hp∗i (k) =λ1 · Chi(k) + λ2 · Cp∗i (k) (19)

where λ1 and λ2 are used to determine the relative importance
of the two types of preferential attachments, λ1 + λ2 = 1.

Then, the task can be allocated to the agent that has the
highest HP-RF or C-HP-RF for the required resources, which
is called task allocation based on history–present combined
preferential attachment.
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Fig. 1. Execution time comparison between SRF, CRF, exhaustive-trial, HRF, and CHRF models. (a) FRFS. (b) MIFS. (c) AAS.

VI. EXPERIMENT VALIDATIONS AND ANALYSES
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Fig. 2. Execution time comparison between SRF, CRF, exhaustive-trial, PRF, and CPRF models. (a)–(c) do not apply load balancing. (d)–(f) apply load balancing.
(a) FRFS. (b) MIFS. (c) AAS. (d) FRFS. (e) MIFS. (f) AAS.

In conclusion, the experiment results prove that the present
preferential attachment in task allocation can effectively im-
prove system performance, particularly when the network con-
text situation is considered or the number of tasks is high.
Moreover, it is better to compromise between preferential at-
tachment and load balancing while there are too many waiting
tasks. Therefore, preferential attachment and load balancing
can sometimes be compatible in task allocation.

D. Validation for History–Present Combined
Preferential Attachment

Now, we validate the history–present combined preferential
attachment in task allocation by comparing the performances of
the following models: SRF, CRF, exhaustive-trial, HPRF, and
CHPRF. The results are shown in Fig. 3, where HPRF_LB and
CHPRF-LB are the HPRF and CHPRF models applying load
balancing.

From the experiment results, we conclude the following:
1) HPRF and CHPRF models absolutely outperform the SRF
model and are close to the CRF model, which shows that
the history–present combined preferential attachment of task
allocation can reduce communication time for resource access
more than the SRF model; 2) CHPRF outperforms CRF in
FRFS and MIFS, which shows the history–present combined
preferential attachment is obviously feasible while certain re-
sources are preferential in the task execution; CRF performs
very well when AAS is used because CHPRF implements task
allocation essentially relying on the unbalanced effects of pref-
erential attachment, but now, AAS averages the overall required
resources so that the unbalanced effects in task allocation are
relaxed; 3) CHPRF outperforms HPRF, which shows that it
is more advanced when the network context is considered;
4) with an increase in the resource caching withdrawal time

period or number of tasks, the history–present combined pref-
erential attachment effect becomes more obvious; 5) the HPRF
model outperforms both PRF and HRF models, and therefore,
it is better if we integrate the history and present preferen-
tial attachments; and 6) HPRF_LB outperforms HPRF, and
CHPRF_LB outperforms CHPRF; therefore, it is better if we
can make a compromise between the history–present combined
attachment and load balancing while there are many tasks
waiting to execute. Moreover, the performance gap between
HPRF_LB and HPRF (or between CHPRF_LB and CHPRF)
is smaller than that between PRF_LB and PRF (or between
CPRF_LB and CPRF in Fig. 2) because HPRF includes the
history preferential attachment which does not consider load
balancing.

In conclusion, the experiment results prove that the
history–present combined preferential attachment in task allo-
cation can effectively improve system performance, particularly
when the network context situation is considered and the num-
ber of tasks is high. Moreover, the integration of history and
present preferential attachments outperforms either history or
present preferential attachment alone in task allocation.

E. Comparison With the Idealized Approach

We will compare our approaches with the idealized approach
(exhaustive-trial method) by summarizing the related results
of the experiments in Section VI-B–D, shown in Table I. The
comparison in Table I is measured as follows. Let the task
execution time using our approach be x and the time using
the idealized approach be y. Their comparison is c = 1− ((x−
y)/y); we can compute the mean of such values in a series of
experiments. From Table I, we can see the following: 1) When
load balancing is not applied, the mean utilities produced by our
approaches are within almost 70%–95% of those produced by
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Fig. 3. Execution time comparison between SRF, CRF, exhaustive-trial, PRF, HRF, HPRF, and CHPRF models. (a) FRFS. (b) MIFS. (c) AAS. (d) FRFS.
(e) MIFS. (f) AAS. (g) FRFS. (h) MIFS. (i) AAS.

TABLE I
COMPARISON BETWEEN OUR APPROACHES AND THE IDEALIZED APPROACH (EXHAUSTIVE-TRIAL METHOD)

the idealized approach, which denotes that our approaches are
effective; 2) when load balancing is considered, our approaches
cannot produce good results in the early stages of experiments;
the potential reason for this is that the highly burdened agents
do not have absolute dominance over resource access, so the
benefit brought by preferential attachment is less than the loss
caused by the waiting time of queuing tasks; and 3) when load
balancing is applied, our approaches produce mean utilities
within 76%–80% of those produced by the idealized approach
at the late stages of experiments. The potential reason for this is
that, now, the highly burdened agents have absolute dominance
over resource access, so the benefit brought by preferential
attachment is more than the loss caused by the waiting time
of queuing tasks.

VII. CONCLUSION AND DISCUSSION

In practical NMASs such as grids and P2P systems, com-
munication time for accessing required resources is crucial to
system performance. In this paper, we are inspired by the idea
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simply relying on the agents’ experiences of executing tasks
and does not need to know the accurate resource distribution
information in the system. Thus, our model could be well
applied in large-scale dynamic situations in which accurate
resource information is difficult to acquire timely.

Regarding the generality and future work of our model, the
following are several aspects for discussion.

1) For simplicity, this paper abstracts the distance between
two agents as the hops between them and assumes the
distances between any two adjacent agents are the same.
Such assumption is reasonable in some applications when
the hops between two agents are crucial to their com-
munication, such as sensor networks. However, in other
situations, distances in terms of resources may not be the
same between adjacent agents; they could be a complex
function that depends on the type of tasks to be per-
formed. In such a situation, we simply need to modify
the concept of distance and revise the resource-searching
algorithm by taking the meaning of distance into account.
Therefore, our model can be extended into other real
situations in which the distances have more complex
meanings.

2) In our model, the agents are assumed to differ essentially
in their access to resources. Such an assumption is rea-
sonable in some real situations in which all agents are
identical. However, in some circumstances, agents may
have different computable functions or other resources
that cannot be cached, such as CPU power and memory
storage. In such a situation, when we perform task alloca-
tion, we can select the principal agent that can satisfy the
required computable functions and has the highest HRF
(or PRF) for required resources. Therefore, our presented
model can be extended into other situations in which
agents have different computable functions.

3) This paper is only concerned with cooperative agents,
i.e., all agents can contribute their idle resources and cor-
porately work together to accomplish tasks. However, in
reality there are some selfish multiagent systems in which
each agent optimizes its own object independently of the
others [13], [21]. In the task allocation of such selfish
multiagent systems, automated negotiation [13] or nonco-
operative game [21] is used in related benchmark works,
and equilibrium can be obtained by a distributed nonco-
operative policy. Therefore, in future work, to extend our
model into situations in which agents are selfish, we will
also introduce the automated negotiation or game theory
in the resource search process when the agents can afford
the additional computing and communication costs.

4) Our model is designed for NMASs in which resource
access can be improved through caching by executing
tasks and communication time for accessing resources
is crucial to system performance. In fact, the “rich get
richer” method can also be generalized to other systems
where preferential attachments exist, e.g., agents have
self-learning abilities and can improve their capacities
through executing tasks. Therefore, our future work will
try to improve the generalizability of the “rich get richer”
idea in other NMASs.
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